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I. PROOF OF THEOREMII]

In this section, we prove Theorem [I]in the paper regarding
the optimization program
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Given the fixed Jgi1, Zgy1 is updated by the following

scheme:
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The hard thresholding operator H /5 (z) is defined as follows

[]:
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The closed-form solution of the first part of () is obtained
using the operator H:
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Theorem 1 The convergence condition
1Zit1 — il o < € will eventually be satisfied as
k increases if p and p satisfy the following conditions:

p>2 and pu>0

where k represents the number of iterations and ¢ is a small
positive number, e.g., € = 1074,

Proof Given the optimal Zy, Ji. and Dy, at the k-th iteration,
where k > 1, we continue to optimize Zy+1 and Ji41 by
fixing Dy, and Yy, at the (k+ 1)-th iteration. According to
@D, we know that Zy1 has a closed-form solution. Thus, we
have the following equality:

max

Y
g 2 o
&)

J. Chen is with the College of Computer Science, Sichuan University,
Chengdu 610065, China (E-mail: chenjie2010@scu.edu.cn).

Z. Wang is with the Law School, Sichuan University, Chengdu 610065,
China (E-mail: wangzhu@scu.edu.cn).

S. Yang is with the School of Computer Science and Informatics, De
Montfort University, Leicester LE1 9BH, U. K. (e-mail: syang@dmu.ac.uk).

H. Mao is with the Department of Computer and Information Sci-
ences, Northumbria University, Newcastle, NE1 8ST, U. K. (e-mail:
hua.mao@northumbria.ac.uk).

1Zk1 — Jkt1llpax =

Suppose p > 2 and p > 0, and we get p, — oo when
k — oo according to px = puk—1. This indicates that we will
obtain
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as k steadily increases. According to (3), we get

Y
||Zk+1 - ‘]k+1Hmax = ||7
Mk: max
_ Y1+ pr—1 (Z — Ji)
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< Y1 . Huk—1 (Zy, — Jy)
Hk max ’LLk max
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Thus,
P
||Z7€ - Jk?”max > §||Zk+1 - Jk+1||max'
Then,

12 = Tl = 1Zr = Tl
> (g — 1) sz+1 — Jk+1Hmax

According 10 ||Zy41 — Jig1 | pax > 0 and p > 2, we get
11 = Tkl max = 2k = Tt llmax > 0

when Zy, — Ji # 0. This means there exists a certain k with
two conditions, i.e., p > 2 and 1 > 0, such that the following
inequality holds:

||Zk+1 - Jk+1||max <e,

where |1 = 1. Hence, convergence will eventually be achieved
as k gradually increases if p > 2 and p > 0. ]

II. PROOF OF THEOREM [2|

In this section, we prove Theorem [2] in the paper.

Theorem 2 Suppose that convergence is achieved after the k-
th iteration in Algorithm 1. The sparsity ratio (SR) of a matrix
Z is defined as SR(Zy) = nﬂrzn"'&ok), where num(Zy) is the
number of elements in Zy. The SR of Z will always remain
stable, i.e., |SR(Zyiy1) — SR(Zy)| < e, after k iterative

computations, if

te—1>1 and p>1



where ||Zy||, counts the number of nonzero entries in the
matrix Zy, € = 1le”% and k > 1.

Proof Let ZX"Y be the minimum absolute value among all

min

elements except zeros in the matrix Zy.1. According to (),

we have:
/1
k+1
Zmin > ﬁ’

where Zy11 = H\/E (Jk+1 + %) Suppose Algorithm 1
converges dfter the k-th iteration, and so

Zii1~ gy

Because ZF . > ,/# and py > pg—1 > 1, the number of

min HE—1
nonzero elements in Zj, remains unchanged after the k-th
iteration. This indicates that the SR of Z remains stable, i.e.,
|SR(Zy+1) — SR(Zy)| < € at least before the k-th iteration.
O
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